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Regulating Hyper-parameter according to Epoch size



Modify code for printing top 5 accuracy



Top1 and Top5 accuracy
(Hyper parameter is fixed by epoch size)



Top1 and Top5 accuracy according to epoch size

Regulate Hyper parameter 
according to epoch size



VGG Netwrok



Alexnet



Andrew Ng, Machine learning course
( Cousera ) 6 weeks course

Hugo Larochelle, deep learning course
( Sherbrooke ) 4 weeks course



Deep learning journal meeting

In library



Campus bridge

In library

Going to meeting






